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a b s t r a c t

In this work, we present a fully automated algorithm for extraction of the 3D arterial tree and labelling the

tree segments from whole-body magnetic resonance angiography (WB-MRA) sequences. The algorithm de-

veloped consists of two core parts (i) 3D volume reconstruction from different stations with simultaneous

correction of different types of intensity inhomogeneity, and (ii) Extraction of the arterial tree and subse-

quent labelling of the pruned extracted tree. Extraction of the arterial tree is performed using the probability

map of the “contrast” class, which is obtained as one of the results of the inhomogeneity correction scheme.

We demonstrate that such approach is more robust than using the difference between the pre- and post-

contrast channels traditionally used for this purpose. Labelling the extracted tree is performed by using a

combination of graph-based and atlas-based approaches. Validation of our method with respect to the ex-

tracted tree was performed on the arterial tree subdivided into 32 segments, 82.4% of which were completely

detected, 11.7% partially detected, and 5.9% were missed on a cohort of 35 subjects. With respect to auto-

mated labelling accuracy of the 32 segments, various registration strategies were investigated on a training

set consisting of 10 scans. Further analysis on the test set consisting of 25 data sets indicates that 69% of the

vessel centerline tree in the head and neck region, 80% in the thorax and abdomen region, and 84% in the legs

was accurately labelled to the correct vessel segment. These results indicate clinical potential of our approach

in enabling fully automated and accurate analysis of the entire arterial tree. This is the first study that not only

automatically extracts the WB-MRA arterial tree, but also labels the vessel tree segments.

© 2015 Elsevier B.V. All rights reserved.
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1. Introduction

1.1. Background

Recent developments in magnetic resonance (MR) systems, have

enabled imaging of the whole body within reasonable time and with

good image quality (Lauenstein and Semelka, 2006; Ruehm et al.,

2001). The absence of harmful ionizing radiation has made MR very

popular for acquiring MR angiography (MRA) scans (Ladd and Ladd,

2007). The feasibility of using whole-body MRA (WB-MRA) in the

clinic for diagnosing arterial diseases and for general screening has

been investigated by a number of groups (Goehde et al., 2005; Hansen

et al., 2007; Tizon et al., 2007).
∗ Corresponding author. Tel.: +31 715262133.

E-mail address: r.shahzad@lumc.nl, rahilshahzad@gmail.com (R. Shahzad).
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However, all the studies performed on WB-MRA scans for diag-

osing arterial trees have been conducted manually and on maxi-

um intensity projection (MIP) images (Goehde et al., 2005; Hansen

t al., 2007; Lundberg et al., 2013). No extensive methods have been

eveloped to investigate the possibility of extracting the arterial tree

n 3D. One of the reasons for this is the difficulty with stitching and

nhomogeneity correction of the WB-MRA scans, which are gener-

lly obtained using multiple stations. Here, by “stations” we refer to

he different positions of the scanner bed during acquisition (Börnert

nd Aldefeld, 2008; Dzyubachyk et al., 2013). When it comes to au-

omated labelling of the vessel tree, the complexity of the vascular

tructures makes this task more difficult. Having available a method

or automated vessel tree labelling would enable comprehensive re-

orting of the arterial disease findings in a fully automated fashion.

By performing analysis and quantification on MIP images, the en-

ire potential of WB-MRA scans is not being utilized. A method for

utomatic extraction of 3D vascular tree would be very useful for ar-

erial disease analysis and quantification. Such an automated method

http://dx.doi.org/10.1016/j.media.2015.05.008
http://www.ScienceDirect.com
http://www.elsevier.com/locate/media
http://crossmark.crossref.org/dialog/?doi=10.1016/j.media.2015.05.008&domain=pdf
mailto:r.shahzad@lumc.nl
mailto:rahilshahzad@gmail.com
http://dx.doi.org/10.1016/j.media.2015.05.008


R. Shahzad et al. / Medical Image Analysis 24 (2015) 28–40 29

w

t

1

W

i

e

i

H

o

l

p

V

v

a

t

(

W

c

e

b

t

c

o

a

t

l

f

e

t

s

m

2

b

u

w

t

c

f

h

a

a

t

e

t

i

M

t

i

a

p

l

d

T

m

a

v

f

d

i

Table 1

Labels used to represent the various vessels. Left

and right branches (if present) get unique labels.

Vessel name Assigned label

Femoral+popliteal arteries 1, 2

Aorta 3

Posterior tibial arteries 4, 5

Anterior tibial arteries 6, 7

Subclavian+axillary arteries 8, 9

Vertebral arteries 10, 11

External iliac arteries 12, 13

Fibular arteries 14, 15

Deep femoral arteries 16, 17

Internal carotid arteries 18, 19

Common carotid arteries 20, 21

Internal iliac arteries 22, 23

Common iliac arteries 24, 25

Renal arteries 26, 27

External carotid arteries 28, 29

Brachiocephalic trunk 30

Superior mesenteric artery 31

Celiac trunk 32
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ould especially be useful in population-based screening studies, like

he ones performed by Ladd et al. (2007) or Lundberg et al. (2013).

.2. Previous work

A rather limited amount of publications on reconstruction of 3D

B-MR volumes, including correction of different types of intensity

nhomogeneity, is available. This can be explained by the relative nov-

lty of the field itself. Several published methods considered either

ntensity normalization of multiple acquired image stacks (Jäger and

ornegger, 2009), or stitching of entire 3D volumes with simultane-

us correction of geometrical distortions (Wachinger et al., 2008). A

arge array of the bias correction methods for MR data that has been

ublished during past years (Pham and Prince, 1999; Sled et al., 1998;

an Leemput et al., 1999; Wells et al., 1996) was so far primarily de-

eloped and applied to neurological (brain) images, and feasibility of

pplication of these methods to WB-MR data remains an open ques-

ion. Our earlier work on joint intensity inhomogeneity correction

Dzyubachyk et al., 2013) remains with respect to the methodology of

B-MR volume reconstruction and bias correction the closest publi-

ation to the work presented here.

Vascular segmentation has had a lot of research interest, and sev-

ral methods to segment various vessel trees within the body have

een proposed. The review papers by Suri et al. (2002a; 2002b) ex-

ensively cover MR vascular image processing techniques. A more re-

ent review article of Lesage et al. (2009) presents general techniques

n 3D vessel lumen segmentation on different imaging modalities. In

broad sense, vascular segmentation methods can be divided into

wo categories: model-based and feature-based.

The extracted vascular tree is typically represented as a center-

ine tree. Most of the vessel centerline extraction methods generally

ocus on a particular anatomical region, such as the heart [(Schaap

t al., 2009), evaluate methods for coronary artery centerline extrac-

ion], the neck [(Hameeteman et al., 2011), evaluate methods that

egment the carotid arteries], brain [(Flasque et al., 2001), present a

ethod for cerebral vessel tree segmentation], and lungs [(Lo et al.,

012; Rudyanto et al., 2014), compares algorithms for segmenting

lood vessels and extracting the airway tree]. A few methods make

se of an atlas for segmenting vessel structures, employing in this

ay the prior anatomical knowledge to drive the vessel segmenta-

ion. (Passat et al., 2006) use an atlas-based approach to segment the

erebral vessels, their method uses a combination of anatomical in-

ormation from cerebral vascular atlases and local image features to

elp the segmentation process. Isgum et al. (2009) present a multi-

tlas-based approach for delineating anatomical structures and its

pplication for aorta segmentation.

Automated vessel segment labelling is a much more challenging

ask, and a few methods have investigated this possibility. Uchiyama

t al. (2006) developed an image-registration-based method to label

he cerebral arteries. Bogunović et al. (2013) label the cerebral arter-

es by using prior anatomical knowledge on an extracted vessel graph.

atsuzaki et al. (2015) present a method to label the vessel tree in

he abdomen using a combination of rule-based and machine learn-

ng approaches. Yang et al. (2011) label the coronary arteries using

statistical coronary tree model. Gülsün et al. (2014) use geodesic

aths between tree shapes to label the coronary arteries. Airway tree

abelling is very similar to vessel tree labelling, Mori et al. (2000)

eveloped a knowledge-based method for labelling the airway tree.

schirren et al. (2005) present a method to label the anatomical seg-

ents in the airway tree that is based on graph matching.

All the aforementioned labelling methods: (i) focus on a fixed

natomical region (cerebral arteries, coronary arteries, abdominal

essels, airway tree); (ii) use an imaging protocol that was optimized

or such purposes; and (iii) typically rely on prior knowledge of un-

erlying anatomy. These reasons, in combination with a rather lim-

ted resolution of whole-body scans, make their direct application
o WB-MRA data virtually impossible. In this work, we develop a

ethod that uses a combination of image-based and graph-based

pproaches. Similar to the approach proposed by Uchiyama et al.

2006), we use an image-registration-based method to find corre-

pondence between an unseen data set and a labelled image. How-

ver, due to the large variability in the whole-body arterial tree, an

mage registration alone is not sufficient for the purpose of vessel la-

elling. To address this problem, we incorporate a graph-based ap-

roach, similar to the work of Tschirren et al. (2005). However, un-

ike that approach, we do not rigidly register the subject tree to a

opulation-average labelled tree, but rather use a multi-atlas-based

mage registration method to obtain an initial set of vessel labels.

his labelled graph tree is subsequently refined by using a rule-based

pproach.

To the best of our knowledge, there is only one other method

hat performs extraction of a vessel tree from WB-MRA data (Tizon

t al., 2007). However, in that work the vessel tree extraction was

erformed on 2D MIP data and requires a significant amount of user

nteraction. In addition, the authors do not perform prior intensity

nhomogeneity correction or accurate 3D volume stitching.

.3. Proposed method

In this paper, we present a novel method that enables accurate

utomated extraction and labelling of the arterial vascular tree from

B-MRA scans. To our knowledge, this is the first completely au-

omatic method that extracts and labels the 3D vascular tree from

he WB-MRA data. The main novelty of our approach is multi-fold:

i) We treat the pre- and post-contrast images as two separate chan-

els of the same data set. This enables joint processing on the result-

ng multi-spectral volume. (ii) For improved bias correction, we have

eveloped a specialized optimization constraint that minimizes the

ntensity difference between the pre- and post-contrast images in the

ontrast-free areas. (iii) We use the probability map of the “contrast”

lass, obtained as one of the results of the applied bias correction,

s the vessel enhanced image. (iv) We developed a multi-atlas-based

egistration strategy to find anatomical relationship between an un-

een WB-MRA vessel tree data and a set of labelled atlas data sets.

his association, along with the structured vessel graph, is used to

abel the vessel tree.

In our work, we focus on the vessels that are clinically important

or arterial diseases (Hansen et al., 2007). The list of vessels is pre-

ented in Table 1.

An overview of our method is presented in Fig. 1.
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Fig. 1. An overview of our complete automatic pipeline. Detailed description of each step is provided in the corresponding section.
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2. Method

2.1. Data

Thirty-five subjects (15 female and 20 male, on average 70 years

old) randomly selected from a population-based cohort (Lind et al.,

2005) were included in our study. The WB-MRA examination was

performed with the standard quadrature body coil on a 1.5T Gyroscan

Intera scanner (Philips Medical Systems, Best, The Netherlands). The

subject was placed in the supine position, feet-first, on the table, to

which an extension of the table top was attached allowing for larger

coverage.

The WB-MRA examination was divided into four stations. The first

station included the supra-aortic arteries and the thoracic aorta. The

second station contained the abdominal aorta, including the renal ar-

teries. Breath-holding was performed for this station. The third sta-

tion covered the region between the external iliac arteries and the

popliteal arteries. The last, fourth, station continued for a varying dis-

tance below the ankle. Both pre- and post-contrast T1-weighted MR

scans were acquired. Detailed description about the scan parameters

can be obtained from the work of Hansen et al. (2007).

A 3D RF-spoiled T1-weighted gradient echo acquisition was per-

formed at these four stations, beginning with the fourth station, be-

fore the injection. The scan time for each station was 17 s. The ta-

ble top was moved automatically with the table. The scan time for

the pre-contrast images was 87 s, including instructions for breath-

holding and table movement, which took 4 s each for the three move-

ments. Thereafter, 40 mL of gadodiamide (Omniscan; GE Healthcare,

Oslo, Norway) was injected intravenously with an automated injec-

tor (MR Spectris; Medrad, Pittsburgh, PA) at a rate of 0.6 mL/s in 67 s

and flushed with 20 mL of saline solution. The scan was set to start

after the time defined following the test bolus examination. The sta-

tions were scanned in reversed order during the contrast adminis-
ration, starting with the first station. Another 87 s is required for

he following acquisitions for the four stations including table top

ovement.

The sequence parameters were: TR/TE/flip angle 2.5 ms/

.94 ms/30°; bandwidth 781.3 Hz/pixel; matrix size 256 × 256;

umber of slices = 60; slices thickness = 4 mm; 80% scan percentage.

he acquired voxel size was 1.76 × 1.76 × 4.0 mm3, which was recon-

tructed by zero-filling to 0.88 × 0.88 × 2.0 mm3. Overlap between

onsecutive stations in the feet-head direction was 30 mm. Linear

-space sampling was used for the first station. For the other stations,

method of randomly segmented centric view order (Centra; Philips

edical Systems, Best, The Netherlands) was used.

The 35 WB-MRA data sets were divided into a training set and

test set. A total of 10 WB-MRA scans were selected to be used as

he training set and the remaining 25 as the test set. The criteria for

election of the training set were: (i) good image quality (few distor-

ions, artefacts, etc.); (ii) no missing vessels (due to blockages, fold-

ver artefacts, motion, etc.); (iii) representative scans over the popu-

ation (different heights, weights, etc.).

.2. Ground truth vessel tree labels

A semi-automatic tool, called LAVA (De Koning et al., 2003) was

sed to generate the ground truth centerline vessel trees for each of

he 35 WB-MRA scans. The tool requires an observer to manually de-

ne the start and the end points of the vessel segment on a max-

mum intensity projection (MIP) image. The tool then computes a

inimum-cost path line between the two points. Since our data sets

riginate from a population of elderly subjects, a few vessel segments

ere constricted due to stenosis. For such cases, additional start and

nd points were required (just before and after the stenotic region) to

xtract the complete vessel centerline.
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Fig. 2. From left to right: reconstructed pre- (a,c) and post-contrast (b,d) WB-MRA volume before (a,b) and after (c,d) correction; estimated probability map of the “contrast” class

(on the bias-corrected images) (e); 3D reconstruction of the final extraction (f). Vertical locations of transition lines between different stations are marked by triangles. Labelled

centerline tree used as ground truth, different colours represent different vessel segments (g). Note that images (a)–(e) represent one slice from a 3D volume, thus image details,

present in different slices, might appear missing in this view. For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this

article.
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Fig. 3. Joint intensity histograms corresponding to different anatomical regions (sta-

tions): (1) head and torso, (2) abdomen, (3) upper legs, and (4) lower legs.
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For each of the data sets, vessel centerlines for 32 segments were

enerated. Each vessel segment also received a label. Left and right

ranches were assigned separate labels. Femoral+popliteal arteries

nd subclavian+axillary arteries were assigned one label, due to the

ack of a physical branching point between them. A complete list of

he vessel segments along with the assigned labels is presented in

able 1.

.3. Volume reconstruction with intensity inhomogeneity correction

For reconstruction of the complete volume, we used a similar ap-

roach to the one described in our earlier work (Dzyubachyk et al.,

013).

In the mentioned work, each reconstructed volume was initially

orrected for inter- and intra-station intensity homogeneity, where

ll the processing is applied jointly to all image channels. After that,

ll the acquired stations are combined into a single volume. Fig. 2

llustrates a typical WB-MRA volume, before and after the intensity

nhomogeneity correction.

The underlying idea of the presented approach is that we treat

oth pre- and post-contrast images as two separate data channels.

his allows us to apply the approach presented in Dzyubachyk et al.

2013), which, however, requires introduction of several important

hanges to be able to cope with complexity of WB-MRA data. Namely,

he registration between the joint intensity histograms correspond-

ng to different stations is reduced to scaling along the “contrast” di-
ection, and novel optimization constraint, reducing difference be-

ween pre- and post-contrast images, is developed. The remainder of

his section describes our intensity inhomogeneity correction algo-

ithm for WB-MRA images in full detail.

.3.1. Constrained joint bias correction of pre- and post-contrast images

Fig. 3 illustrates typical joint intensity histograms corresponding

o different anatomical regions. Following our approach presented

arlier (Dzyubachyk et al., 2013), we define N = 4 classes on the joint
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intensity histogram. Three of them (i = {1, 2, 3}), labelled for conve-

nience as “air”, “lean tissue”, and “fat”, are present in both channels,

thus the corresponding clusters are located along the diagonal of the

joint intensity histogram. The remaining class (i = 4), “contrast”, is

present in one channel only, thus the corresponding cluster is located

parallel to the post-contrast axis.

A smooth bias field b = (b1, b2) is iteratively estimated within

the fuzzy-c-means-clustering framework by minimizing the follow-

ing energy functional

J (U, I, c, b) =
∫ N∑

i=1

uq
i
(y)di(y; I, ci, b)dy, (1)

where

di(y; I, ci, b) =
∫

K(x − y)

×[(I(y) − b(x) − ci)
T
�−1

i (I(y) − b(x) − ci)]dx,

I = (I1, I2) is the image intensity on pre- and post-contrast channels

respectively; ui is the membership probability function of each class;

ci = (c1,i, c2,i) and �i are the center and the covariance matrix of the

corresponding cluster; K is a truncated Gaussian kernel that ensures

smoothness of the estimated bias field; q is the fuzzifier, in this work

the fixed value q = 2 was used; and x and y are Cartesian coordinates.

Our bias correction algorithm is initialized by calculating the joint

intensity histogram and segmenting on it the regions corresponding

to each of the four defined tissue classes. Consecutively, the centers ci

and the covariance matrices �i of each cluster are calculated. These

values are kept fixed throughout the entire iterative process as they

were very close to the real values.

The membership probability functions of each class are updated

during each iteration according to the following formula

ui = 1
N∑

k=1

(
di

dk

) 1
q−1

. (2)

Note, that in this work the classification problem was formulated in

the probabilistic manner, whereas in Dzyubachyk et al. (2013) the

possibilistic approach was used.

The updated bias field b̂ is obtained as solution of the linear sys-

tem of equations

b = J−1

(
N∑

i=1

�−1
i

K ∗
(
uq

i
(I − ci)

))
, (3)

with

J =
N∑

i=1

�−1
i

K ∗ uq
i
.

2.3.2. Inter-station intensity inhomogeneity correction

Intensity standardization (Madabhushi and Udupa, 2005) for dif-

ferent stations belonging to the same data set is applied prior to the

bias correction described above. In Dzyubachyk et al. (2013) this pro-

cess is also referred to as “intensity calibration” and is achieved by

performing image registration on the joint histograms and consecu-

tive intensity mapping. For the WB-MRA data, such approach cannot

be applied due to low similarity between the joint histograms cor-

responding to different stations as illustrated in Fig. 3. In particular,

one can observe severe intensity difference of the contrast material

between the stations, caused by the multi-station nature of acquisi-

tion as well as the difference in time needed for the contrast to ar-

rive at the particular location. Since the difference in intensity scal-

ing along the “pre-contrast” axis is much less pronounced, we limited

ourselves to re-scaling the intensity along the “post-contrast” direc-

tion. For that, we have developed an algorithm that consists of the

following steps:
1. “Contrast” voxels on each station s ∈ {1, 2, 3, 4} are estimated by

applying a triangle threshold ts on the intensity histogram of the

difference image

Ds(x) = I2,s(x) − I1,s(x). (4)

2. For each station, the mean intensity Ds = mean(Ds(x)) of the es-

timated “contrast” voxels x ∈ {y: Ds(y) > ts} is calculated.

3. The intensity values of the post-contrast channel are scaled using

the regularized Heaviside function

H(x) = 0.5 + arctan (x/5)

π
(5)

in such a way that mean intensities of all the stations become

equal to the maximal calculated mean

I2,s(x) �→ I1,s(x) +
[

1 +
(

max(Ds)

Ds

− 1

)
H(Ds(x) − ts)

]
Ds(x).

(6)

Although the described intensity scaling is rather rough, it is suf-

cient to be used as an initial approximation for the bias-correction

rocedure. As result of this step, all the intensities will be refined to

ecome more homogeneous through all the stations as well as within

ach individual station.

.3.3. Optimization constraint

Estimation of the bias field can be further improved by provid-

ng additional knowledge into the system. Namely, we can assume

hat real pre- and post-contrast intensity values for the first three,

on-contrast, classes are equal. This information can be added to

he energy minimization framework in the form of an optimization

onstraint

constr = J + λ(x)[(K ∗ I2(x) − b2(x)) − (K ∗ I1(x) − b1(x))]

= J + λA(K ∗ I − b),

or

∈ {x : arg maxi(ui(x)) < 4},
here λ = λ(x) is the Lagrange multiplier (Bertsekas, 1996) and A =

(−1, 1).

The following solution for the Lagrange multiplier λ can be ob-

ained

= A(K ∗ I − b̂)
(
AJ−1A

)−1
, (7)

here the expressions for b̂ and J are given in (3). The final expression

or the bias field in case of the constrained optimization is sobtained

y substituting (7) into

constr = b̂ + λJ−1A. (8)

.4. Automated extraction of the vascular tree

A multi-scale vesselness filter (Frangi et al., 1998) was applied on

he estimated probability map of the “contrast” class. The scales of

he vesselness measures were selected such that only tubular struc-

ures with a predefined radius, between the range of 0.5–15 mm, are

nhanced. A region growing segmentation using a 3D 26-neighbour

elation was initialized to obtain the vessel segmentation. Using prior

nformation about the dimensionality of the scan, the highest inten-

ity voxel in the abdomen (which is located within the aorta) was

utomatically selected as the seed point for region growing. A typi-

al segmented result is shown in Fig. 2f. Subsequently, the vascular

ree V = {v j={1,...,n}}, represented by a set of spatial points vj, was ex-

racted by skeletonizing the vessel segmentation result by applying a

omotopic thinning algorithm (Pudney, 1998).
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Fig. 4. Different atlas images used, displayed here in their MIP form. It can be noted the variation of the vascular tree between the atlases.
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.5. Multi-atlas based registration

Image-based registration is used to obtain anatomical correspon-

ence between a labelled WB-MRA atlas scan (A) and an unseen WB-

RA subject scan (S) (Suri et al., 2007). In the registration procedure,

he transformation parameters T that minimize the cost function C(T;

, S) between the fixed image (A) and a moving image (S) are deter-

ined. The optimization problem can be mathematically represented

s

ˆ = arg min
T

C(T ; A, S). (9)

etailed information on atlas registration is provided elsewhere

Rohlfing et al., 2005). The resulting transformation T from the reg-

stration is used to map a set of labelled points from the atlas scan (A)

nto the subject scan (S).

In our work, we use 10 atlases, such that the anatomical variations

etween the subjects are better represented (Aljabar et al., 2009; van

ikxoort et al., 2010), as visualized in Fig. 4. The 10 training data sets

ere used as atlas scans. The atlases consist of vessel centerlines for

ach of the 32 segments (see Table 1). After the registration, the la-

elled centerline points are propagated from A to S.

We investigated various registration strategies with different scan

ypes (pre-, post-contrast, vesselness, etc.), different cost functions

C), and also multi-stage approaches. Section 3.2 explains this step in

ull detail.

.6. Vascular tree labelling

Our graph labelling algorithm returns a complete labelled vascu-

ar tree using the corresponding extracted tree V and 10 registered at-

ases as inputs. The labelling is done in two stages: (i) initial labelling

n a point level, using the label propagation from the registered at-

ases; and (ii) final labelling by using the structure information of the

xtracted vessel tree.

For obtaining initial labels, the labelled trees from the atlas scans

re used. This is done by mapping each of the atlas centerline trees

nto the subject scan, using the registration approach explained is
ection 2.5. Then, for each point v ∈ V of the subject’s tree, the near-

st point aj from each of the mapped atlas trees A j∈{1,...,10} = {a j}, is

alculated. At this point we disregard all the points aj located further

han the empirically defined threshold of 5 mm away from v (here we

se the Euclidean distance). This results in the following set of labels

A(v) =
{

L(a j) : ‖a j − v‖ ≤ 5
}
, which can contain from zero to ten

ntries. Next, we perform majority voting on LA(v), resulting in the

et L
ma j
A

(v) =
{

Lma j : Lma j = arg max L(a j)
}

containing all entries of

he most probable label Lmaj for the given point. Finally, the majority

abel Linit (v) = Lma j is assigned to the point v if the set L
ma j
A

(v) con-

ains at least two elements: |Lma j
A

(v)| ≥ 2, otherwise its label remains

ero.

Such label propagation typically produces a result that contains

rrors of several types (gaps in the labelled tree, label swaps, incom-

letely labelled segments, etc.) due to the varying anatomy of the

ascular structures. Thus, in the second stage, the obtained initial la-

elling is refined by using the structure information of the extracted

ree V . Here we represented V by a graph G = 〈N, E〉, where nodes

represent the bifurcations and end points of the vessel tree, and

dges E, consisting of a set of associated points, connect two nodes.

he labelling is refined using the following steps:

1. Initially, each edge E of the extracted graph G is labelled accord-

ing to the majority voting on the labels initially assigned to its

points: L = arg max
{

Linit (v) : v ∈ E
}

. Along with the label L, its

“weight” w(E, L), equal to the number of the edge points that ini-

tially got labelled, is recorded: w(E, L) =
∣∣{v ∈ E : Linit (v) > 0

}∣∣.
Similar, the normalized weight of the label L is defined as n(E, L) =
w(E, L)/

∑
G w( : , L).

2. Next, a minimum connected graph spanning the labelled edges is

calculated. Some of the unlabelled edges might also be included in

the graph at this point to keep it connected. Each of these edges

is assigned the label of the neighbouring edge with the largest

weight w(E, L). In case the connected spanning graph cannot be

created because its parts are disjoint, those are connected with an

“artificial” edge connecting closest nodes of two separated parts.

Such “artificial” edges contain no points. The nodes and the edges
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Fig. 5. Overview of the labelling steps. (a) Mapped centerline tree, black points rep-

resent subject’s unlabelled tree and the coloured points are the centerline segments

from one of the atlas scans. (b) Majority voted centerline points of the subject. (c) Final

labelled graph tree. For visual clarity only the leg area is shown. For interpretation of

the references to colour in this figure legend, the reader is referred to the web version

of this article.

Table 2

Results of the visual validation of the arterial tree extraction and com-

parison of our proposed method to the conventional DSA approach.

Detection (%) Our method Subtraction angiography

Complete segment 82.4 77.5

Partial segment 11.7 8.3

Missed segment 5.9 14.4

Leaked into non-vessel 6.8 10.3

Leaked into vessel 7.6 24.0
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that are not part of the created minimum connected spanning

graph are removed.

3. Next, we prune the obtained graph by repeating two following

steps until no further pruning is possible:

(a) All nodes having degree (number of adjacent edges) of 2 are

removed and the adjacent edges are combined into a single

edge. The label weights w(E, L) of the resulting edge are up-

dated accordingly.

(b) For all nodes with degree ≥ 3, the “side” (removing which

will not make the graph disjoint) edges E are pruned if n(E,

L) < 0.2. Note, that this rule is designed in such a way that

all the branches satisfying this condition are removed. In prac-

tice, however, we did not encounter cases when more than one

branch was removed at a time.

4. Finally, the resulting pruned graph is labelled within two-stage

process:

(a) For each of the present labels, one edge is labelled by running

the Hungarian algorithm of Kuhn (1955) on the normalized la-

bel weights matrix n. The weights whose probability for the

given segment is less than 0.05 were set to zero beforehand.

(b) Next, all the remaining edges E are given the label with the

maximum weight w(E, L).

A visual overview of all the labelling steps is shown in Fig. 5.

3. Experiments and results

We perform four types of experiments to evaluate the proposed

method. (i) We investigate the accuracy of the centerline extraction

step on the entire set of 35 WB-MRA scans (see Section 3.1). (ii) We

investigate the performance of our bias correction and volume recon-

struction approach in comparison with the traditional digital subtrac-

tion angiography (DSA) on the 35 WB-MRA data sets (see Section 3.1).

(iii) We perform leave-one-out analysis on the training set to investi-

gate various registration strategies (see Section 3.2). (iv) We investi-
ate the performance of our complete method on the test set by com-

aring the accuracy of the automatically generated vessel segments

o those obtained manually (see Section 3.3).

.1. Visual validation

Visual analysis was performed on the segmented vessels (as de-

cribed in Section 2.4). A trained medical student graded a vessel

egment as completely extracted, partially extracted, or missed all

ogether. The observer also checked if the vessel of interest abnor-

ally merged (leaked) into surrounding vessels or other structures.

he vessel tree was divided into 32 vessel segments as presented in

able 1. The right and left branches were evaluated separately.

Table 2 presents the findings from the visual validation on 1120

egments from 35 subjects. On average, per subject out of the 32 seg-

ents, 28 were detected, 2 were partially detected, and 2 missed.

he aorta, brachiocephalic trunk, iliac arteries, femoral arteries, and

opliteal arteries were detected in all subjects. The partially detected

nd missed segments were usually the smaller vessels or the carotid

rteries. It was also noted that there were 37 segments with cases of

eripheral arterial stenosis in our data set.

We conducted an additional experiment where we repeated the

isual validation, but this time the vessel segmentation was obtained

sing DSA. We first stitch the scans from the four stations to gener-

te the WB-MRA volumes for the pre-contrast and post-contrast MR

cans, then co-register the two scans in order to remove any motion

hat was introduced between the two examinations, and finally digi-

ally subtract the two scans. The vessels are segmented using region

rowing on the vesselness image (as explained in Section 2.4) of the

ubtraction angiography image. The results of the analysis are pre-

ented in Table 2.

.2. Leave-one-out analysis

We performed a number of experiments to optimize the registra-

ion parameters and to select the best approach that results in the

ighest accuracy. Leave-one-out analysis was performed only on the

raining set. All registrations were performed using elastix (Klein

t al., 2010), a package for medical image registration publicly avail-

ble from http://elastix.isi.uu.nl.

The accuracy of the registration step was evaluated by comparing

set of 21 landmark points placed at identifiable anatomical locations

long the arterial tree. The location and the number of the landmarks

re shown in Table 3.

Images in various forms were used in the registration step: post-

ontrast WB-MRA scan (MRA), vesselness scan (VESS), Euclidean dis-

ance transformed vesselness scan (EDTF).

The similarity measures investigated were: mutual information

MI), normalized cross correlation (NCC), and sum of squared differ-

nces (SSD).

We investigate the registration performance on various combi-

ations of scan types and similarity measures, also multi-stage ap-

roaches were investigated. Fig. 6 shows the comparison of the

arious registration strategies. Accuracy is measured using the sum

http://elastix.isi.uu.nl
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Fig. 6. (a) Results of the registration accuracy using different strategies. Here the registration error is defined as the residual Euclidean distance calculated over all landmarks.

Different colors in the box plots indicate the different image types and different cost functions used. (b) Leave-one-out analysis on each of the 10 atlases using “3-stage” registration

strategy. For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.

Table 3

Set of landmark points used to validate the registration accuracy.

The landmark points are placed at anatomically relevant loca-

tions along the arterial tree.

Anatomical location Number

Bifurcation: internal and external carotid’s 2

Base of common carotid arteries 2

Aortic arch 1

Bifurcation: aorta and renal arteries 1

Bifurcation: aorta and common iliac arteries 1

Bifurcation: internal and external iliac arteries 2

Bifurcation: common and deep femoral arteries 2

Bifurcation: tibial artery 2

Bifurcation: fibular artery 2

Bifurcation: popliteal and tibial artery 2

Base of vertebral artery 2

Base of axillary artery 2

o

l

f Euclidean distances over the 21 defined landmark points, using a

eave-one-out strategy.

1. MI VESS: The registration was performed on the VESS scans

using MI, in two stages. Initially, an affine transformation was

applied to roughly align the atlas and subject scans. This is

followed by a B-spline transformation, using the result of

the affine registration as initialization. A multi-resolution ap-

proach is used in both stages. The registration process starts

with images that have lower level of detail and continues with

higher resolution images. This is repeated up to the original
image resolution. In our strategy, we used up to three reso-

lutions. A powers-of-2 pyramid schedule (which defines the

amount of blurring and down-sampling for each resolution

level) is used.

2. NCC VESS: Similar strategy as mentioned above is used here,

except that the similarity measure is NCC.

3. MI MRA: Uses the same strategy as MI VESS, but the regis-

trations are performed on the MRA scans instead of the VESS

scans.

4. MI (MRA+VESS): In this registration strategy, we used infor-

mation from two different scan types: MRA and VESS. Basi-

cally, we combine the MI MRA and MI VESS strategies. We be-

gin with the MI MRA registration stage (affine + B-spline), the

resulting transformation from this stage is used to drive the

B-spline transformation in the MI VESS registration.

5. MI EDTF: Uses the same strategy as before, but on EDTF scans

using MI.

6. NCC MRA: Similar to NCC VESS, but on MRA scans.

7. SSD MRA: Similar to NCC MRA, but using SSD.

8. SSD EDTF: Similar to SSD MRA, but on EDTF scans.

9. 2-stage: Similar to the MI (MRA+VESS) strategy, but here we

use different similarity measures on different scan types. We

use the result of the NCC MRA stage to initialize the B-spline

transformation on an EDTF scan using SSD as the similarity

metric.

10. 3-stage: In this strategy, we combine information from the

above strategies. We begin with an affine registration on the

MRA scan using MI, followed by a B-spline transformation on
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Fig. 7. Average labelling accuracy over the training set for each of the vessel segments. Notice that the accuracy drops as the vessels get shorter.

Fig. 8. Average labelling accuracy of our method over the test set for the vessels in the neck and arms (top), thorax and abdomen (middle), and the legs (bottom).
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Fig. 9. Sample results of the labelled vessel trees: Images (a–c) represent the complete

extracted vessel tree. Images (d–f) show the pruned and labelled tree, where green

were correctly labelled, blue were missed, and red were falsely detected segments. The

three trees correspond to subjects number 23, 16, and 25 in Fig. 10. For interpretation of

the references to colour in this figure legend, the reader is referred to the web version

of this article.
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Fig. 10. Detection and labelling accuracy for each of the 32 vessel segments over the

entire test set. Segments are ordered according to the average anatomical length, as

presented in Table 1.
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the MRA scan using NCC, which is, in-turn, followed by another

B-spline transformation on EDTF scan using SSD.

It can be observed from the Fig. 6a that the strategy with the best

esults is the “3-stage” registration approach.

We further investigated the performance of the individual scans

rom the training set using the “3-stage” registration strategy, the re-

ults of which are shown in Fig. 6b. It can be observed that atlas num-

er 5 has the worst performance. Hence, it was removed from the set

f atlas scans that were used for the main experiments.

Since our end goal is to investigate the accuracy of the labelled

egments, we checked the average labelling accuracy over the re-
aining 9 atlas images and all the vessel segments. Fig. 7 presents

he results of our vessel labelling pipeline.

.3. Labelling accuracy on the test set

Fig. 8 shows the accuracy of labelling the vessel segments along

ith the average number of false positive centerline points detected

y our method. The results are presented separately for the vessels in

he neck and arms, thorax and abdomen, and legs. It can be noticed

hat the accuracy of the method is very good in the legs and has rela-

ively lower performance in the neck and arms region. Fig. 9 provides

everal illustrative examples of results of varying quality.

Fig. 10 shows the performance of the detection and labelling accu-

acy of our pipeline over the test set. The segments have been ordered

n the category axis according to the labels in Table 1. It can be noted

hat errors occur mainly at the bottom of the figure, where the vessels

epresented are comparatively short.

. Discussion

A method for automated extraction and labelling of the arterial

ree from WB-MRA scans has been proposed and quantitatively eval-

ated. Our method differs from state-of-the-art approaches for ex-

raction of the entire vessel tree from the WB-MRA images in that

e are performing segmentation in full 3D, rather than on the MIP

mages.

In the experiments, we compared the vessel extraction accuracy

sing our proposed approach to that of DSA. Our method had a higher

etection accuracy and a lower error rate with respect to segments

eaking into neighbouring structures. The accuracy of the vessel ex-

raction is enhanced by the prior intensity inhomogeneity correction.

n particular, re-scaling the intensity of the “contrast” class between

ifferent stations has positive effect on quality of the entire vascu-

ar tree extraction, especially around the vessel narrowing. Correc-

ion of the bias field, whose strength is typically increasing towards
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Fig. 11. Examples of completely labelled vessel trees from a number of subjects. Different colors represent different vessel segments. The cases were our method was able to

successfully handle the variation in the branching patterns and segment lengths as well as failure cases (missing or incorrect labels) are shown. The examples presented here

correspond to subjects number 1, 6, 11, 17, 21, and 23 in Fig. 10.
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the edges of each stack, resulted in improved continuity of the ves-

sels between consecutive stacks. Moreover, for the vessel extraction,

we suggest using the probability map of the “contrast” class, that, un-

like the difference image between the post- and pre-contrast chan-

nels, does not suffer from the motion-related artefacts. Comparing

the results as presented in Table 2, it can be noted that our proposed

method has a superior performance.

The results indicate that our automated extraction and labelling

method is very robust. However, the validation was performed on a

data set that was rather limited with respect to both number of sub-

jects and presence of large pathological abnormalities. Testing our

method on a larger set of clinical data is subject of future research.

Fig. 11 shows a few examples of the complete labelled tree. We inves-

tigated the performance of our method over 32 different vessel seg-

ments over the entire human body. The results obtained show that

82.4% of the vessel segments were completely extracted. The major-

ity of missed segments were located in the neck, especially the ex-

ternal carotid arteries (they could be completely extracted in only

25 subjects) and the vertebral arteries (these could be completely ex-

tracted in 18 subjects). These arteries have relatively small diameters

and were not clearly visible due to insufficient spatial resolution. The

vessels in the neck were further affected by fold-over artefacts. This

resulted in some of the carotid artery segmentation leaking into non-

vascular regions. The data sets used to validate our method were ob-

tained from a population-based study that included elderly subjects.

Several of them had peripheral arterial diseases, resulting in vessel

narrowing. There were 37 cases of stenosis in our data sets. Such ves-

sels were partially segmented due to the sudden drop in intensity.

These cases were found mainly in the leg region, especially the fibu-
ar artery (this segment was partially detected in about 50% of the

ubjects). The performance of the vessel labelling process can be seen

n Figs. 7 and 8. The method performs very well on most of the seg-

ents, whereas for vessels that are smaller than 5 cm in length the

erformance is moderate (see Fig. 7). On the test set (see Fig. 8) it can

e observed that there are a few outliers with respect to the labelling

ccuracy. Generally, the performance is poor in the neck region. As

tated previously, it is difficult to accurately segment and label these

essels due to the various imaging artefacts and the low scan res-

lution. The other outlier, the brachiocephalic trunk, is located in

he thorax region. It is typically 4 cm long and connects the aorta to

he right common carotid artery and the right subclavian artery. Due

o large anatomical variations between the atlases and the subject

cans, this small vessel segment is sometimes wrongly labelled. The

ther two outliers are the superior mesenteric artery and the celiac

runk, these are small vessel segments in the abdomen. These vessels

ere not always visible due to the scanning protocol. It was also ob-

erved that, in general, there were errors in the labels either at the

ifurcations or at the end of the vessel segment, especially in the leg

egion (the red regions in Fig. 9). In reality, these errors were due to

nconsistent ground truth labels: the observer had to use a 2D MIP

mage to place the seed points, which causes visual perception issues.

he actual bifurcation point could not be accurately determined on a

D view. And, due to low contrast at the end of the vessel segment,

he observer had to make an educated guess as where the segment

tops. This is another reason why performing analysis on MIP images

s not very beneficial.

A combination of multi-atlas and graph-based methods used

n our method to label the extracted vessel tree has never been
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nvestigated before. In our study, we demonstrated that this combi-

ation has very good performance. Making use of anatomical knowl-

dge from a number of atlases to obtain initial labels for the vessel

ree is very beneficial. Using only a graph-based approach to label

he vessel tree would be computationally very expensive as the un-

erlying graph structure of the whole body is very complex.

We investigated multi-atlas registration by performing a number

f experiments (Section 3.2). We looked at three different types of

mages in our registration experiments: MRA, VESS, and EDTF. The

egistration error was rather high when using the VESS image, as the

egistration method could not handle the vessel pattern variations

etween the subjects. Only the larger vessels were accurately aligned.

hen the MRA images were used, the registration error was slightly

ower compared to the VESS approach. Unlike the VESS images, the

RA scans had much more surrounding tissue information. This ex-

ra information helped driving the registrations in the correct direc-

ion and could globally align the fixed and the moving images more

ccurately. However, the vascular structure still had large deviation.

he third type of image information used is EDTF, which was obtained

y applying the Euclidean distance transform on the VESS image. Us-

ng the EDTF image helped the registration to converge much better

nto the vascular structure, resulting in a lower registration error. In

ur proposed “3-stage” registration approach, we used both the MRA

nd EDTF images. First, the MRA images were used to globally align

he fixed and moving images. Second, using the initial MRA registra-

ion, the EDTF images were used to fine-tune the alignment of the

ascular structure.

The ultimate goal of our study in the near future is to be able to

erform vessel-specific vascular analysis, i.e. to be able to detect and

uantify stenosis and/or aneurysms. In order to perform this task ac-

urately, it is important that the extraction and labelling stages are

ery robust. A number of lumen segmentation methods that could

elp us realize this goal already exist. For example, one of our pre-

ious methods (Shahzad et al., 2013) can be modified and applied in

ombination with our proposed method for accurate lumen segmen-

ation and stenosis or aneurysm quantification.

The multi-atlas registration approach is rather sensitive to image

uality and scan parameters. One subject (number 9) exhibited some

essel labelling errors, as seen in Fig. 10. Due to poor image qual-

ty, majority of the atlas scans failed to converge on a vessel label.

his initial labelling error further propagated through the pipeline

nd caused erroneous vessel labelling.

The results presented in this paper are completely automated.

n the other hand, if necessary, limited manual interaction can

e easily applied to correct the results of our method. For in-

tance, such interaction can be applied at the extraction stage, where

issed vessel segments can be retrieved by placing an extra seed

oint to facilitate the region growing segmentation. User interaction

an also be included to correct for label swaps due to registration

naccuracy.

. Conclusions

In conclusion, in this work we demonstrated the possibility of

ully automated extraction of the entire 3D arterial tree. We also

emonstrated the ability to automatically label the arterial tree. With

large number of population-based screening studies being con-

ucted nowadays, it will be of great advantage to have automated

ethods that can robustly extract and label the vessels for further

uantitative analysis. Such as measuring the degree of stenosis or the

iameters of aneurysms.

This is the first study where complete automated extraction and

abelling of the vascular tree has been investigated. The presented re-

ults indicate high potential for future clinical and population-based

tudies.
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