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a b s t r a c t 

Imaging pulmonary fissures by CT provides useful information on diagnosis of pulmonary diseases. Au- 

tomatic segmentation of fissures is a challenging task due to the variable appearance of fissures, such as 

inhomogeneous intensities, pathological deformation and imaging noise. To overcome these challenges, 

we propose an anisotropic differential operator called directional derivative of plate (DDoP) filter to probe 

the presence of fissure objects in 3D space by modeling the profile of a fissure patch with three parallel 

plates. To reduce the huge computation burden of dense matching with rotated DDoP kernels, a family 

of spherical harmonics are particularly utilized for acceleration. Additionally, a two-stage post-processing 

scheme is introduced to segment fissures. The performance of our method was verified in experiments 

using 55 scans from the publicly available LOLA11 dataset and 50 low-dose CT scans of lung cancer pa- 

tients from the VIA-ELCAP database. Our method showed superior performance compared to the deriva- 

tive of sticks (DoS) method and the Hessian-based method in terms of median and mean F 1 − score . 

The median F 1 − score for DDoP, DoS-based and Hessian-based methods on the LOLA11 dataset was 

0.899, 0.848 and 0.843, respectively, and the mean F 1 − score was 0.858 ± 0.103, 0.781 ± 0.165 and 

0.747 ± 0.239, respectively. 

© 2020 Elsevier B.V. All rights reserved. 
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. Introduction 

The human lungs are recursively subdivided into functional

nits: at the highest level into the left and right lung, separated by

he mediastinum, and subsequently into lung lobes, separated by

 double layer of visceral pleura, called pulmonary fissures, then

ung segments [1] . The left lung includes two lobes (upper and

ower lobe) separated by a single left oblique fissure, while the

ight lung includes three lobes (upper, middle and lower lobe) sep-

rated by a right oblique fissure and a horizontal fissure. Computed

omography (CT) is the current gold standard for lung imaging. De-

ecting pulmonary fissures in CT images may form the basis for

obe segmentation, but can also be used as an independent imag-

ng biomarker for disease evaluation and treatment planning [2] .

onsequently, accurate detection of pulmonary fissures is impor-

ant for clinical purposes. However, manual segmentation is te-

ious, time-consuming and suffers from some degree of subjective
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ias, which motivates the development of automatic algorithms to

egment fissures and extract fissure characteristics. In CT images

ssures appear as thin surface-like structures with an intensity

igher than the surrounding lung parenchyma. However, patient

ovement, partial volume effects and lung lesions tend to result

n low contrast and blurred fissures in CT scans [3] . This problem

s more serious in low-dose CT images due to its inferior image

uality as compared to normal-dose CT [4] . It may cause missing

etection of weakly visible or pathological fissures. Furthermore,

alse detection may occur due to surrounding anatomical struc-

ures (vessels and airways) and lung diseases (bullous lung disease

nd fibrosis) that may locally resemble fissures. Other challenges

or automatic detection of fissures are their inhomogeneous inten-

ities and thin, incomplete and variable structures. 

Despite these challenges, many approaches have been pro-

osed in the literature to detect fissures. These approaches may

e broadly categorized into learning-based and non-learning-based

roups. In the former, Van Rikxoort et al. [5] applied a supervised

achine learning method to detect fissures, where 57 features

ere chosen to train a fissure classifier. Wei et al. [6] used a neural

https://doi.org/10.1016/j.sigpro.2020.107602
http://www.ScienceDirect.com
http://www.elsevier.com/locate/sigpro
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network to identify fissure regions. Recently, George et al. [7] em-

ployed a progressive holistically-nested network (P-HNN) to iden-

tify fissures. Gerard et al. [8] designed a FissureNet based on con-

volutional neural networks to extract fissures. Later, the FissureNet

method was extended to a fully automated pipeline for segmenta-

tion of lobes [9] . Another two deep learning solutions to the lobe

segmentation were presented in [10] and [11] . However, the per-

formance of machine learning methods depends on a large train-

ing dataset with ground truth segmentations, which is difficult to

obtain, as fissures are hard for a human to delineate in 3D images.

Regarding non-learning-based methods, some researchers incor-

porated auxiliary structures to identify fissure regions of interest,

aiming to reduce false detection and estimate non-visible fissures.

Several segmentation frameworks have been designed to inte-

grate information about airways and vessels for fissure localization.

Such approaches apply distance transform [12] , watershed trans-

form [13–15] , voronoi division [16] , shortest path [17,18] , adap-

tive sweeping [19] , single-atlas [20] and multi-atlas [21] segmenta-

tion algorithms. Recently, Bragman et al. [22] proposed a Gaussian

Mixture Model (GMM) with a Markov Random Field (MRF) regu-

larization to segment fissures, which depends on the accuracy of

inter-patient scans registration. Although these approaches can ob-

tain desirable results in some cases, their performance largely de-

pends on the prior anatomical information. Actually, the most reli-

able and valuable information still originates from the fissure itself.

Therefore, many authors put more effort on the detection of visible

fissures and directly use the intensity and shape characteristics of

fissures in either 2D slices or 3D CT images to extract and refine

fissures, not incorporating auxiliary structures. 

In 2D slices pulmonary fissures usually appear as thin curved

lines. Thus, some authors directly delineated curved-line structures

from 2D images. Generally, these methods use a local operator or

local filtering to enhance voxels that lie on these curved lines,

and then design a segmentation procedure to extract fissures. In

terms of fissure enhancement, an improved VanderBrug operator, a

ridge map method and a MLSEC-ST (multi-local level set extrinsic

curvature measure with structure tensor analysis) approach have

been proposed by Kubo et al. [23] , Wang et al. [24] and Zhang

et al. [20] , respectively. Subsequently, for fissure segmentation, a

fuzzy reasoning framework [20] and a shape-based curve growing

algorithm [24] are utilized. However, both of the above segmen-

tation frameworks need manual interaction of initializing fissure

detections. To automatically segment fissures, Wei et al. [19] pro-

posed an approach using adaptive fissure sweeping and wavelet

transform to delineate fissures. Klinder et al. [25] presented a line

enhancing (LE) filter using multiple hypotheses testing with an

anisotropic kernel, which possesses a large local receptive field to

detect fissures. Unfortunately, these approaches do not sufficiently

make use of the 3D shape characteristics of fissures, so that they

may falsely enhance non-fissure structures (e.g. in a slice parallel

to a vessel’s main axis, the vessel would appear as a line). 

In 3D images fissures appear as locally bright plates, which mo-

tivates other researchers to design so-called plateness filters to de-

tect pulmonary fissures. Pu et al. [26] presented a computational

geometry method to approximate fissures using a set of plates. Its

improved version [27] applied an anisotropic morphological filter

to fill small holes in the fissures. Later, this approach was further

extended by Gu et al. [28] , who utilized a piecewise plane fitting

algorithm to directly extract the plate-like structures in the original

lung CT images. The key idea of the above approaches is to detect

plates or planes in sub-volumes. It can be essentially interpreted

as a zero-order plateness filter. Without a difference operation,

this filter tends to be disturbed by inhomogeneous background in-

tensities or large area noise. It is well known that Hessian-based

second-order plateness filters [3,29] are used more than zero-order

filters. Ross et al. [30] presented a particle system which is based
n the multiscale second-order feature to identify candidate fis-

ure points, and subsequently a Maximum A Posteriori (MAP) es-

imation was used to suppress noise while preserving the fissure

eature. Wiemker et al. [31] proposed a plateness filter using struc-

ure tensors and Hessian matrices for shape description. Similarly,

assen et al. [32] , Shamonin et al. [33] and Li et al. [34] used eigen-

alues of the second-order Hessian matrix to design a plateness fil-

er for detecting fissures. However, the performance of the second-

rder plateness filters depends on the size of the filter kernel [35] .

he filter with small kernel sizes is prone to be interrupted by

oise. With large kernel sizes in 3D space, the computational bur-

en of the filter will increase dramatically. To ease this problem,

iao et al. [36] proposed a simplified solution using a pseudo-3D

late description for fissures detection. Its principle is to detect 2D

ines in the axial, sagittal and coronal slices by a set of deriva-

ive of stick (DoS) kernels rather than detect plates in 3D space

irectly. To suppress the adjacent noise, Peng et al. [37] recently

roposed an orientated derivative of stick (ODoS) filter, in which

hey utilized the orientation information of the fissures to purify

he pulmonary fissures. Despite their plausible segmentation re-

ult, the DoS-based methods cannot detect weak and point-cloud-

ike fissures (appearing as sparse and slightly bright point set) due

o their homogeneous intensity assumption and a lack of a solid

oplane constraint. 

Motivated by the fact that fissure patches could be locally ap-

roximated with a plate in 3D space, we follow a similar idea of

he existing DoS filter [36] to determine the presence of fissure ob-

ects with an anisotropic derivative operator, namely a directional

erivative of plate (DDoP) filter. Different from the original 2D line-

egments (i.e. sticks) based filtering, a kernel with triple parallel

lanes is proposed to directly detect fissure objects in 3D space. To

educe the related heavy computation burden with multiple ori-

ntation template matching, a spherical Gaussian derivative is par-

icularly introduced to reformulate the DDoP kernel. Additionally,

e present a two-stage post-processing scheme, where an orienta-

ion partition and merging algorithm is first employed to generate

nitial segmented fissures based on the flatness and continuity of

ssures, and then, as a compensation for non-flat fissures due to

athological factors, a region growing approach is used to recon-

truct the non-flat fissures. 

The remainder of this paper is organized as follows. We first

etrospect the related fissure detection filters in Section 2 . Then,

he proposed DDoP filter and the two-stage post-processing pro-

edure are proposed in Section 3 . Experiments and evaluation on

linical scans are presented in Section 4 . Section 5 includes a dis-

ussion and finally the conclusion is derived in Section 6 . 

. Retrospect of the fissure enhancement filters 

In this section, we retrospect several traditional fissure en-

ancement filters. In order to compare these filters and understand

heir limitations, we reformulate them into a convolution filtering

ramework f (x ) = I(x ) ∗ k (x ) , where I is an image and k a filter-

ng kernel. Under this unified framework, these underlying filtering

ernels are investigated. This might help to understand the moti-

ation and principle of the proposed method. 

In the following sections, the methods mostly related to our fil-

er, such as the plane-fitting [28] , Hessian-based [31] , directional

erivative of anisotropic Gaussian (DDoAG) [38] , DoS [36] and

DoS [37] approaches, are briefly reviewed. 

.1. Piecewise plane fitting algorithm 

A piecewise plane fitting algorithm was proposed by Gu

t al. [28] for the identification of pulmonary fissures, where the

hresholded CT image was treated as a cloud of points and the
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Fig. 1. Illustrations of various filtering kernels. (a)-(d) denotes the 3D kernel of 

piecewise plane, Hessian, anisotropic scale and DoS filter, respectively. Here, the red 

color corresponds to the positive regions and the blue color being the negative re- 

gions. 
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ung volume was subdivided into small spherical volumes. It fits

 plane in each sub-volume by using an efficient plane fitting al-

orithm, with the assumption that a pulmonary fissure is locally

oplanar. A plane in 3D space was defined as [28] : 

F = { p| p ∈ R 

3 , f (p) = 0 } , 
f (p) = cos (α) sin (θ ) x + sin (α) sin (θ ) y + cos (θ ) z − ρ, (1) 

here ( α, θ , ρ) are the three parameters determining the plane F .

his plane fitting algorithm is to find the optimal plane by maxi-

izing the function based on the density of point clouds: 

(α, θ, ρ) = 

∑ 

f (p i ) 2 <u 2 w i (u 

2 − f (p i ) 
2 ) 

π(r 2 − f (o) 2 ) 
(2) 

here w i is assigned a value of either 1 (point clouds) or 0 (back-

round), u is related to fissure thickness, f ( p i ) represents the dis-

ance between point p i and the plane F ( α, θ , ρ), o and r denote the

enter and the radius of the sphere, respectively, and π(r 2 − f (o) 2 )

s the cross-sectional area S a of the plane F with respect to the

phere. It can be seen from the numerator of Eq. (2) that the sum

f the product of w i and u 2 − f (p i ) 
2 can be reformulated to a con-

olution form. Thus, Eq. (2) can be rewritten as: ∑ 

f (p i ) 2 <u 2 w i (u 

2 − f (p i ) 
2 ) 

π(r 2 − f (o) 2 ) 
= 

w ∗ h p 

S a 
= w ∗ h p 

S a 
, (3) 

here w denotes a binary image, h p a filtering kernel and S a a nor-

alizing term. 

Observed from Eq. (2) , the value of the object function ε( α, θ ,

) depends on the distance of points to the plane F, and only the

istance smaller than u is taken into account. Therefore, the value

f the kernel h p is non-negative, and its shape is determined as

 plate with a thickness of 2 u as shown in Fig. 1 (a). Since u 2 −
f (p i ) 

2 is a convex quadratic function of the distance f ( p i ), along

he orthogonal direction of this plate, its profile resembles a bell

hape. We call this a zero-order plateness filter, for it works like a

moothing kernel. 

Essentially, this zero-order plateness filter works on the as-

umption that the binarized fissure points concentrate and dis-

ribute homogeneously around a central plane. Its plate detection

riterion consists in searching for the plate having the maximum

eighted average intensity. However, for a fissure with intensity

nhomogeneity or the interference close to it, this filter will tend

o select the wrong plate. 

.2. Hessian-based filters 

The Hessian-based plateness filters [3,29,31,33] are popular for

ulmonary fissure detection. This type of method combines the

igenvalues of the Hessian matrix to design a plateness filter for

ssure likelihood measurement. Usually, a Gaussian filter is firstly

pplied to smoothen the original CT scan with an appropriate

et of kernel scale σ . At each voxel, the Hessian matrix is then

alculated. Assuming its eigenvalues λ1 , λ2 , λ3 with correspond-

ng eigenvectors 
−→ 

e , 
−→ 

e , 
−→ 

e are computed and ordered such that
1 2 3 
 λ1 | ≤ | λ2 | ≤ | λ3 |, then the plateness likelihood function is defined

s follows [29] : 

 = 

{
0 , if λ3 ≥ 0 

max σ (F A F B F S ) , otherwise 
(4) 

 A = exp 

(
− A 

2 

2 α2 

)
, F B = exp 

(
− B 

2 

2 β2 

)
, 

F S = 

(
1 − exp 

(
− S 2 

2 γ 2 

))
, (5) 

here A = 

λ2 
λ3 

, B = 

√ | λ1 λ2 | 
| λ3 | , S = 

√ 

λ2 
1 

+ λ2 
2 

+ λ2 
3 
, and ( α, β , γ ) are

he free parameters. The eigenvector 
−→ 

e 3 is obtained as the nor-

al orientation of the fissure. This Hessian-based plateness filter is

ade up of the second-order derivatives of the isotropic Gaussian

ernel, whose shape is depicted in Fig. 1 (b). Although theoretically

his Hessian-based filter is able to detect idealized bright plates

n a dark background, its filtering performance to real images de-

ends on the scale of the kernel. The filter with a small kernel size

s prone to being interrupted by noise. With a large kernel size, the

lter might wipe out the fissures due to the contradiction between

he isotropic kernel and the extremely anisotropic fissures. 

.3. DDoAG filter 

Several anisotropic Gaussian filters [38,39] were introduced to

etect anisotropic objects, such as edges and ridges in 2D images.

his type of kernel can also be extended to detect surface-like

tructures like fissures in 3D images. A 3D anisotropic Gaussian

ernel can be formulated as 

 ( 
−→ 

x , σ‖ , σ⊥ ) = 

1 

(2 π) 3 / 2 σ 2 
‖ σ⊥ 

e 
− 1 

2 

(
x 2 + y 2 

σ2 ‖ 
+ z 2 

σ2 ⊥ 

)
, (6) 

here 
−→ 

x = (x, y, z) is the spatial coordinate, the value of σ ‖ de-

ermines the scale of an edge or surface detectable by the kernel

n the x − y plane, while the value of σ⊥ specifies the scale of the

ernel in the z direction, which is orthogonal to the x − y plane.

s shown in Fig. 1 (c), its directional second-order derivative along

he z direction may be used as a plate template. Dense matching

ith rotating templates at a large number of orientations is indis-

ensable to directly detect fissures in 3D images. Although the fast

nisotropic Gaussian filtering [40] has been proposed to reduce the

omputational burden for 2D images, the computation of the dense

ltering in a 3D space is still costly. 

.4. DoS filter 

As an extreme case of anisotropy, the derivative of stick (DoS)

lter was originally proposed by Xiao et al. [36] for pulmonary fis-

ure detection. Its basic principle was to use a group of rotated

ernels to probe the presence of fissures in axial, sagittal and coro-

al slices and merge information from these orthogonal planes to

btain the plateness response. As shown in Fig. 2 (a), its kernel con-

ists of three parallel sticks (left, middle, and right) denoted with

s, Ms and Rs, respectively, where θ denotes the 2D orientation

nd S is the inter-stick spacing. When the DoS kernel is parallel

o the fissure line with the middle stick located on the fissure, it is

ble to probe the fissure strength by simultaneously measuring the

ntensity homogeneity λ‖ along the middle stick and the intensity

ifference λ⊥ between the middle stick and its neighbors. In order

o adapt to different orientations of a fissure, a set of stick tem-

lates with different discrete orientations were used to generate

he 2D fissure line strength, which was formulated as: 

 o = max ( max 
1 ≤i ≤2(L −1) 

(λθ
⊥ − k · λθ

‖ ) , 0) , (7) 
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Fig. 2. A comparison of the DoS kernel and the DDoP kernel: Both kernels overlay a 

fissure. The DoS kernel consisting of three parallel sticks (Ls, Ms and Rs) in 2D space 

is extended to the DDoP kernel consisting of three parallel plates (Up, Mp, and Dp) 

in 3D space. The orientation of the DoS kernel is denoted by θ , which is parallel to 

the fissure line, while for the DDoP kernel denoted by � n , which is orthogonal to the 

fissure surface. Here, regions rendered in red indicate positive parts of filters, while 

blue and green indicate negative kernel values. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Filtering results for the different kernels applied to the lung CT images using 

optimized parameters. 
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Fig. 4. A sagittal slice of the right lung from a CT image demonstrating the right 

oblique fissure (green arrows) and the right horizontal fissure (yellow arrows), 

which appear as bright lines of high intensity crossing the low intensity lung 

parenchyma. A red rectangle marks a narrow surrounding region of the fissure, 

where few lung vessels of high intensity appear. 
where 2(L − 1) is the number of sticks. To achieve multi-section

integration, a 3D shape-tuned fissureness function was defined

as [36] 

F 3 D = (F A o + F S o + F C o ) ·
median (F A o , F 

S 
o , F 

C 
o ) 

max (F A o , F 
S 

o , F 
C 
o ) 

. (8)

Here, F A o , F 
S 

o and F C o indicate the 2D fissure responses from the ax-

ial, sagittal and coronal cross-sections, respectively. 

2.5. ODoS filter 

As an improvement to the DoS filter, the oriented derivative of

stick (ODoS) filter was introduced by Peng et al. [37] to further im-

prove the accuracy and robustness of the fissure detection. Its main

idea was to use the fissure’s orientation ( cos θ , sin θ ) in sagittal

slices to purify the fissures. Their orientation field was constructed

with 

−→ 

V sag = F 3 D · ( cos θ, sin θ ) . (9)

The DoS-based filter is a simplified method by integrating fis-

sure line responses in three orthogonal cutting planes instead of

directly detecting fissure patches in 3D space. Although the ODoS

filter can suppress the adjacent noise to some extent, its inherent

drawback is that it cannot detect weak fissures due to a lack of a

solid coplane constraint. 

From the above analysis of existing fissure enhancement fil-

ters, we conclude that the higher anisotropy and larger anisotropic

context the filtering kernel possesses, the better it performs. This

can be confirmed by the filtering results shown in Fig. 3 (b)-(e).

They are generated from retrospected filters applied to a lung

CT scan containing inhomogeneous background and weak fissures

( Fig. 3 (a)). With respect to the piecewise plan fitting approach, we

reimplement it in terms of a convolutional filter, whose filtering

response ( Fig. 3 (b)) is not consistent along the fissure line. The re-

sult of the Hessian filter ( Fig. 3 (c)) shows that the fissure response

is seriously interrupted by noise due to a small isotropic kernel.

The anisotropic scale filter generates a better filtering result ( Fig.

3 (d)), while it is costly in computation. The DoS filter gives a sub-

optimal response to weak and noisy fissures, see Fig. 3 (e). 

Among these filters, most of them are anisotropic kernels ex-

cept the Hessian filter using an isotropic Gaussian kernel. Due to

the isotropic kernel, the Hessian filter samples a wider adjacent

neighborhood, which increases the possibility of introducing more

interference. The DoS filter is an extreme case of anisotropy, but

this is not a true 3D plate detector, which leads to a limited con-

text lacking inter-slice information. The performance of the zero-

order plateness filter is inferior to the anisotropic scale filter, as
he smoothing kernel is less robust to inhomogeneous intensities

han the derivative kernel. However, the anisotropic scale filter is

mpractical to detect fissures due to its highly computational cost

or large scale images in 3D space. The limitations of these classical

lters inspire us to design a new filter for better fissure detection. 

. Our methodology 

To overcome the limitations of traditional fissure detection fil-

ers, we present a directional derivative of plate (DDoP) filter for

ulmonary fissure enhancement and a two-stage scheme for post-

rocessing detection in this section. 

.1. The proposed DDoP filter 

As shown in Fig. 4 , in CT images pulmonary fissures appear as

xtremely anisotropic structures with an intensity higher than the

urrounding lung parenchyma. Specifically, fissures are extremely

hin in their transverse directions, while flat along their axial direc-

ions. Additionally, there are few lung vessels of high intensity in a

arrow region surrounding the fissures. The shape and appearance

haracteristics of fissures, namely the anisotropic plate-like struc-
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Fig. 5. Illustration of the principle of the DDoP filter. (a) The ideal DDoP kernel. (b) A derivative kernel in the Z direction. (c) An average smoothing kernel in X-Y plane. (c) 

The 3D rotation space of the DDoP filter, and (d) the discretization of this rotation space: the discretized directions, depicted with red dots, were predefined by the vertices 

of icosahedral [41] over a sphere. 
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ure and the intensity differences between the fissures and sur-

ounding parenchyma, motivate us intuitively to design a filtering

ernel with three parallel plates, which simultaneously probes the

rofile of a fissure patch and its neighboring background. This so-

alled directional derivative of plate (DDoP) filter with triple plates

s illustrated in Fig. 2 (b), and it is expected to give the highest re-

ponse and record the corresponding direction when it detects a

ssure. 

.1.1. Definition of the DDoP filter 

Following the mathematical expression of the DoS filter, we use

Up , μMp and μDp to denote the mean intensity of the up, mid-

le and down plate of the kernel. The derivative orthogonal to the

late is defined as 

 DDoP = μMp − 1 

2 

(μU p + μDp ) . (10) 

From a perspective of modelling fissure’s profile the DDoP ker-

el ( Fig. 5 (a)) can be decomposed into a derivative kernel in the Z

irection ( Fig. 5 (b)) and an average smoothing kernel in X-Y plane

 Fig. 5 (c)), and a specified definition can be formulated as 

 z (z) = 

{ 

0 , if | z| ≥ 3 S 

− 1 
2 
, if S ≤ | z| ≤ 3 S 

1 , otherwise 

(11) 

 xy (x, y ) = 

{
0 , if x 2 + y 2 ≥ R 

2 

1 , otherwise 
(12)

(x, y, z) = h xy (x, y ) · h z (z) , (13)

here R determines the size of the average smoothing kernel, and

 specifies the thickness of the fissure. We empirically set R = 9

nd S = 1 . 5 . A DDoP kernel with direction 

�
 n is denoted with h �

 n . 

Generally, fissures detection can be performed by convolution

f the rotated DDoP kernels h �
 n with the image I . A high response

ndicates the presence of a fissure feature and the direction of the

orresponding kernel defines the normal orientation. Mathemati-

ally, the detection algorithm is defined as 

 

∗(x ) = max 
�
 n 

(I(x ) ∗ h �
 n (x )) , (14)

  (x ) = arg max 
�
 n 

(I(x ) ∗ h �
 n (x )) , (15)

here r ∗( x ) is the magnitude of the fissure response, � n (x ) its ori-

ntation at position x = (x, y, z) and h �
 n a rotated kernel with an

zimuth angle ϕ and a polar angle θ , see Fig. 5 (d). The range of ϕ
nd θ is ϕ ∈ [0, 2 π ) and θ ∈ [0, π ), respectively. 

A common way to implement the rotating filter is to explic-

tly sample a bank of kernels, each of them representing a cer-

ain orientation. To ensure detection accuracy, we discretize the
otation space into N o = 252 directions according to [41] , which

re depicted with red dots in Fig. 5 (e). Consequently, many con-

olutions are involved in the filter implementation and its com-

utational complexity is O(N o × N × R 3 ) , where N is the number

f voxels in the input image and R is the size of the kernel. Even

f the convolution can be accomplished with a Fast Fourier Trans-

orm (FFT) algorithm, the complexity will be reduced only moder-

tely to O(N o × N × log (N)) , while the memory consumption will

e remarkably increased. 

.1.2. Accelerating with the spherical harmonics representation 

To reduce the computational burden of the DDoP filter, we seek

o decompose the original kernel h �
 n into a linear combination of

asis kernels k i that are independent of the rotation angle. In other

ords, these basis kernels can be used to synthesize the DDoP ker-

els of arbitrary orientations by the linear combinations of them.

ue to the linearity and associativity of the convolution it is pos-

ible to construct the directional response H �
 n by the linear combi-

ation of individual responses K i . This construction of directional

esponses only needs to convolute with basis filters once, which

akes the DDoP filter efficient. We use a family of spherical har-

onics [42] as basis kernels and determine the filter output as

 function of orientation. In the following, we first introduce the

pherical harmonic function and then present the reformulated

DoP filter in terms of spherical harmonics. 

Spherical harmonic (SH) functions: Spherical harmonics are

n orthogonal basis for representing functions defined on the sur-

ace of a sphere. They are the spherical analogue of the 1D Fourier

eries. Thus, any real-valued spherical function f can be expanded

s a linear combination of the basis functions. For example, 

f (ϕ, θ ) = 

L ∑ 

� =0 

� ∑ 

m = −� 

Y � m 

(ϕ, θ ) f � m 

(16)

 

� 
m 

(ϕ, θ ) = 

√ 

(� − m )! 

(� + m )! 
P � m 

(cos (θ )) e i ϕ , (17)

here Y � m 

is a spherical harmonic function, see Fig. 6 , f � m 

is an

xpansion coefficient, P � m 

is a Legendre polynomial, � and m de-

ote the order and degree, respectively. For the � -th order, there

re 2 � + 1 SH basis functions, which are indexed in the range of

� ≤ m ≤ � . Similarly to a traceless Hessian matrix (symmetric)

nd a gradient (antisymmetric) function, the SH functions associ-

ted with an even order are symmetric; otherwise, they are an-

isymmetric. In a specific application, the finite frequency bands

re used to approximate the target function f ( ϕ, θ), and L denotes

he cut-off frequency band. The rotation formula [43] of a spherical

armonic shows that a linear combination of spherical harmonics

f order � can synthesize an arbitrary rotation of any spherical har-

onic Y � m 

. Therefore, the spherical harmonics representation might

rovide an efficient way to calculate the DDoP filter responses. 
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Fig. 6. Visual representations of the first few real-valued spherical harmonic basis 

functions Y � m . Blue portions represent regions where the function is positive, and 

red portions represent where it is negative. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7. Demonstration of the synthesized DDoP kernel based on the spherical Gaus- 

sian derivatives. (a) Image showing the center slices of the real-valued coefficient of 

spherical Gaussian derivatives ∇ 

� 
0 g σ , (b) the 3D rendering of the DDoP kernel, (c) 

the center slice of the DDoP kernel and (c) its surface representation. 
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Reformulating the DDoP filter: Reisert et al. [42] introduced

the spherical derivatives that are just Gaussian-windowed solid

harmonics and derived that the Gabor-like function can be writ-

ten as a Taylor series in terms of these spherical derivatives. An

excerpt of their deduction is given in Appendix A . Following this

principle a DDoP kernel can be represented as 

h �
 n (x ) = 

L max ∑ 

� =0 

P (� ) Y 

� ( � n ) ∇ 

� g σ (| x | ) , (18)

where g σ is a Gaussian function with a scale of σ and x = (x, y, z)

the spatial coordinate of voxels. In addition, P ( � ) will control the

shape of the filter kernel.Due to the axial and mirror symmetry of

the DDoP kernel, it only has real-valued coefficients with even or-

der. Thus, a group of appropriate P ( � ) with � = 0 , 2 , 4 , . . . , integrat-

ing the even order spherical Gaussian derivatives, could be able to

synthesize the DDoP kernel h �
 n . 

In this work, we select a scale of smoothing Gaussian σ = 2

and a cut-off frequency band L max = 8 to construct the DDoP ker-

nel. For completeness, the coefficients of spherical Gaussian deriva-

tives with different orders � = 0 , 1 , . . . 9 and degree m = 0 are de-

picted in Fig. 7 (a). To obtain the parameters P ( � ), we write the set

of Eq. (18) as an over-determined linear system: 

h = GP, 

G = [ ∇ 

0 gY 0 ;∇ 

2 gY 2 ;∇ 

4 gY 4 ; . . . ;∇ 

L max gY L max ] , 

P = [ P (0) , P (2) , P (4) , . . . ; P (L max )] . (19)

The shape parameter P can be obtained by a straight-forward

least-squared minimization. The shape of this synthesized kernel

is shown in Fig. 7 (b). Fig. 7 (c) shows a center slice of the kernel,

and Fig. 7 (d) its surface representation. Observed from the shape

of the approximate DDoP kernel, it is similar to an inverse second-

order directional derivative of anisotropic Gaussian. 

Consequently, the directional response of the DDoP filter H �
 n (x )

is formulated as 

H �
 n (x ) = (h �

 n ∗ I)(x ) 

= 

L max ∑ 

� =0 

P (� ) Y 

� ( � n ) ∇ 

� (g σ ∗ I)(| x | ) . (20)

The workflow of this DDoP filtering is quite simple. First, a Gaus-

sian of width σ is applied to the 3D image. Then, the Gaus-

sian spherical derivatives are calculated with a finite difference

scheme [42] . Finally, the responses are generated from the inner

products between the Gaussian spherical derivatives and spherical
armonics. Thus, the DDoP filtering requires only one initial con-

olution with complexity O(N log N) . The complexity of spherical

aussian derivatives ∇ 

� ( g σ
∗I )(| x |) is in O(NL 2 max ) [42] and the re-

aining inner products is in O(N) with a small constant. The ef-

ciency of the DDoP filtering is largely improved. As an example,

 slice from a pulmonary CT scan and its filtered results are illus-

rated in Fig. 3 (f). 

.2. Post-processing pipeline for fissure segmentation 

After filtering the CT image with the proposed DDoP method,

he pulmonary fissures and other plate-like structures are effi-

iently enhanced. Nevertheless, due to the various image con-

rast, the high curvature fissures and the adjacent clutter, the

esponses of fissures are not consistent, which makes a simple

hreshold segmentation unfeasible. Here, we present a simple two-

tage post-processing scheme to extract fissures in the filtered im-

ges. First, inspired by the fact that adjacent fissure voxels usually

ave similar normal directions but its adjacent interference devi-

tes saliently, we present an orientation partition denoising and

erging algorithm to eliminate the non-fissure structures. Then,

ased on the connectivity of the pulmonary fissures, a region

rowing method is used to reconstruct the missing fissures due to

ts high curvature, for the high curvature fissures are occasionally

liminated in the previous denoising stage. The detailed algorithms

re described as follows. 

.2.1. Orientation partition based denoising and merging 

To isolate the lung fissures from other objects, we use the in-

ormation that normal fissures have large connected regions and

he variation of their normal orientations is relatively minor among

late-like structures. We employed a partition and merging strat-

gy ( Algorithm 1 ) to extract the coarse fissures and its schematic

llustration is shown in Fig. 8 . 

Firstly, according to the predefined orientations over a sphere

hown in Fig. 5 (e), we iteratively extracted fissure-like objects

hich belong to each orientation by comparing the predefined ori-

ntation with the normal of fissures. For a demonstration, fissure-

ike structures from two orientations are illustrated in Fig. 8 (a) and

ig. 8 (c), respectively. Secondly, we used a connected component
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Algorithm 1 The orientation partition denoising and merging al- 

gorithm 

Input: M ridge : Magnitude; �
 O : Normal orientation; � n : Predefined 

partition directions 

Output: F coarse 

1: F thr = 

{
M ridge , i f M ridge > th, 

0 , otherwise. 

2: � O 

∗ = 

�
 O · F thr ; � O 

∗ = 

�
 O ∗

| � O ∗| 
3: F acc = Φ : initialize the accumulated labelling fissures 

4: for each predefined direction 

�
 n i do 

5: F ∗n i = 

{
1 , i f ( � n i · � O 

∗) > 0 . 98 , 

0 , otherwise. 

6: remove isolated noise that is less than T voxels in size and 

obtain F label 

7: F acc = F acc 
⋃ 

F label 

8: end for 

9: Given three types of fissures in left and right lungs, we em- 

pirically select the three largest connect components which at 

least contain 10 0 0 0 voxels from F acc as the F coarse 

10: return F coarse 
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Fig. 9. Visualization of 2D (the first row) and 3D images (the second row) of the 

segmented fissures in post-processing stages. The segmented fissures are rendered 

in green, and the added fissures obtained in region growing are rendered in red. (a) 

The magnitude result of the DDoP filter; (b) the denoising and merging result; and 

(c) the complete fissures reconstructed from the multi-seeded region growing step. 
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lter, the area opening method [44] , to remove the isolate noise,

ee Fig. 8 (b) and Fig. 8 (d). Then, for each orientation, the denoised

ssures are merged into the accumulated fissures F acc ( Fig. 8 (e)).

inally, since the fissures should appear as large connected compo-

ents, a connected component containing less than 10 0 0 0 voxels is

iscarded, and the remaining three largest connected components

n the F acc are selected as the initial fissure segmentation result

 coarse ( Fig. 8 (f)). 

.2.2. Region growing to reconstruct fissures 

As shown in Fig. 9 (b), in the previous denoising step, some lo-

ally high curvature fissures are occasionally missed due to their

eriously variable normal orientations. As a compensation for this

eakness, a region growing approach is applied to reconstruct the

ssures. The under-segmented fissures F coarse from the previous

tep are used as seeds and the binarized result of magnitude re-

ponses of fissures are used as a mask which contains the con-
ig. 8. Demonstration of orientation partition denoising and merging. (a) The fis- 

ures from orientation O i . (b) The denoised fissures from orientation O i . (c) The 

ssures from orientation O j . (d) The denoised fissures from orientation O j . (e) The 

erged fissures. (f) The segmentation from connected component analysis. 
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traints of fissures growing. For computational simplicity and noise

uppression, we reconstructed the fissure lines from the sagittal

lice by slice using the binary image reconstruction algorithm [45] .

s shown in Fig. 9 (c), the missing fissures in Fig. 9 (b) are recovered

hrough the region growing method. 

. Experiments and evaluation 

In this section, the proposed DDoP filter and segmentation al-

orithm are validated with two public datasets: VIA-ELCAP and

OLA11 (see Section 4.1 ). The proposed algorithms were developed

ith hybrid programming of Matlab and C ++ on the basis of the

pherical Tensor Algebra (STA) toolkit [46] . Mevislab [47] was used

or visualizing the 3D results. The configuration of the computer

as a 2.10 GHz 8 cores CPU, 64 GB RAM, and an Ubuntu 16.04 LTS

perating system. 

.1. Dataset and reference 

For demonstration and evaluation, we used low-dose non-

ontrast enhanced chest CT images from the VIA-ELCAP image

atabase [4 8,4 9] and the public dataset from the LObe and Lung

nalysis 2011 (LOLA11) challenge [50] . The VIA-ELCAP database

urrently consists of 50 low-dose whole-lung CT scans of lung can-

er patients. These CT scans were obtained in a single breath hold

ith a 1.25 mm slice thickness. These were used to verify the fea-

ibility of our method for low-dose CT scans. 

The LOLA11 dataset consists of 55 chest CT scans originating

rom different hospitals with various pathology and abnormalities.

he transverse resolution ranged from 0.53 mm and 0.78 mm whilst

he slice thickness was between 0.3 mm and 1.5 mm . Visible-only

ssures were sparsely marked on nine coronal slices in the LOLA11

ataset [36] , which were used as the ground truth in our quanti-

ative evaluation. For qualitative evaluation, ground-truth data was

btained by a radiologist, who manually delineated the boundaries

etween lung lobes using the Chest Imaging Platform [51] in the

D Slicer environment. The user was asked to mark a small num-

er of points on each fissure. Those points were then interpolated

r extrapolated to form complete boundaries between lobes. The

abeled boundaries are rendered in red in Fig. 11 . 

.2. Qualitative evaluation and comparison 

The qualitative evaluation was performed on the challenging CT

cans to show the capability of the enhancement and segmenta-

ion algorithms. Furthermore, a set of low-dose CT scans was used
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Fig. 10. Representative enhancement results: (a) four LOLA11 scans (case15, case16, case26 and case34) and (b) four lung cancer scans (case01, case02, case30 and case50). 

The magnitude responses and orientation fields obtained from different methods. From left to right, it depicts the original sagittal slices, Hessian-based, DoS-based and DDoP 

filtering results. Note that the normal orientations from the Hessian and the DDoP are rotated by 90 degrees. 
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Fig. 11. Demonstration of fissure segmentations on LOLA11 dataset. The segmented fissures obtained from the DDoP and DoS approach are rendered in yellow, the manual 

interlobar boundary reference in red and the overlapping regions in green. 
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o verify the adaptability of the proposed method. Here, we only

ualitatively evaluated the performance with some representative

ata. 

Representative fissure enhancement results are displayed in

ig. 10 (a) for the LOLA11 dataset and Fig. 10 (b) for the lung can-

er dataset (VIA-ELCAP). The Hessian-based and DoS-based meth-

ds were used for comparison. A single scale σ = 1 voxel was used

or Hessian-based method and its three parameters ( α, β , γ ) were

et to (0.5,0.5,500). For the DoS-based filters, we adopted the same

arameters as the original paper [36] , i.e. L = 11 , S = 3 , k = 0 . 7 . Due

o both the magnitude response and the orientation information

ontributing to fissures segmentation in our framework, they will

e analyzed and illustrated respectively in a comparative way. 

As observed, both the Hessian-based and DoS-based filters suf-

ered much from missing detection and lack of consistent orien-

ation on the weak fissures. That is because both of them have

n intrinsic limitation for describing the extremely anisotropic thin

ssures due to the limited contextual information. As pointed out

y Klinder et al. [25] , Hessian-based filters work too locally, so it

s highly sensitive to image noise. Although the sticks of the DoS-

ased filter have large anisotropy within slices, the inter-slice infor-

ation is ignored. Therefore, these two types of methods have dif-

culties to detect point-cloud-like or inhomogeneous fissures. The

roposed DDoP filter is a 3D plate detector with a large anisotropic

ontext, which has the ability to cope with weak point-cloud-like

ssures. As shown in Fig. 10 , weak fissures are clearly enhanced

nd their consistent orientations are obtained by the DDoP filter,

hich can benefit subsequent segmentation of fissures. 

To verify the segmentation performance of the proposed frame-

ork and provide a global impression, 10 CT scans were chosen

rom the LOLA11 dataset for visual inspection. In Fig. 11 , the fissure

egmentation results of the DoS method and our proposed frame-

ork are illustrated in pairs. The extracted fissures are rendered in

ellow, the references in red and their overlapped region in green.

herefore, the yellow and red regions can be interpreted as over-

egmentations (false detections) and under-segmentations (missing

etections), respectively. 
As illustrated in the first five pairs of 3D visualization of seg-

ented fissures in Fig. 11 , our method hardly suffers from over-

egmentations because of the large anisotropic context and post-

rocessing with the 3D orientation partitioning. Conversely, due

o the lack of inter-slice information, the DoS method is sensitive

o adhering noise and thus generates some false detections. Espe-

ially, these over-segmentations can be clearly seen on pathologi-

al examples denoted with L15, L42, and L53. On the another hand,

he last five pairs of segmented fissures, shown in Fig. 11 , indicate

hat the DoS method has limitations on segmenting weak fissures

s the authors of [37] have alleged to. For the DoS method, the

orizontal fissures are prone to under-segmentations, as their ori-

ntation are often parallel to the axial imaging plane, potentially

bscuring the fissures in CT scans, as illustrated in L16, L34, and

49. 

However, as an extended version of the DoS-based method, our

ramework which combines the real 3D plate detector (DDoP) with

he partition denoising and region growing algorithms has the abil-

ty to cope with the deteriorated CT images for the segmentation

f fissures. Therefore, even with challenging lung CT scans like

xtensive deformations in the lungs, focal regions of emphysema,

ullous lung disease and fibrosis, our presented algorithm can still

chieve a robust and accurate segmentation on the visible fissures.

In addition to the LOLA11 dataset, the VIA-ELCAP dataset was

sed to verify the feasibility of our algorithm applying on low-

ose lung cancer CT images. We randomly selected nine CT scans

rom this low-dose dataset for the experiment. Because low doses

re required for CT images for mass screening, the quality of the

mages is inferior to normal-dose CT scans. Due to the low im-

ge quality and high noise levels, the DoS method could not pro-

uce satisfying results. Therefore, only the segmentation results of

ur method are illustrated in Fig. 12 . Although some holes exist in

egmented fissures, the main inter-lobular borders are still clearly

isible. 

To demonstrate the contribution of the DDoP filter and the pro-

osed post-processing approach, we compared the segmentation

esults before and after post-processing for each method (Hessian,
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Fig. 12. Illustration of fissure segmentations on the VIA-ELCAP dataset by the DDoP 

method. 
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DoS, Zero-order, DDoAG and DDoP methods) in Fig. 13 , where the

output of each filter was thresholded at an optimal threshold. This

comparison shows that the contribution of the post-processing ap-

proach is to reduce false positives on the basis of enhancement

results. 

4.3. Quantitative evaluation 

The quantitative evaluation is based on a definition of points on

the fissures as True Positive (TP), False Positive (FP) or False Nega-

tive (FN). This definition is based on a correspondence between the

points of the reference and the points of the fissures to be evalu-

ated. A point on the segmented fissures is marked as TP 1 if there

is at least one point on the reference at a distance less than 3 mm

or otherwise FP. A point of the reference is marked as TP 2 if the

distance to at least one point on the evaluated fissures is less than

3 mm or otherwise FN. TP, FP, and FN are defined on the entire

annotated slice. 

The Precision and Recall are defined as 
TP 1 

TP 1 + FP and 

TP 2 
TP 2 + FN , re-

spectively. The F 1 − score, which is defined as 2 · Precision ·Recall 
Precision+Recall 

, was

used in our evaluation. It represents the ability to extract the vis-

ible fissures. To distinguish the over- and under-segmentation er-

rors, we used a False Detection Rate ( FDR = FP / (TP 1 + FP) ) and a

False Negative Rate ( FNR = FN / (TP 2 +FN) ) as quantitative indices. 
Fig. 13. Comparison of the contribution of filters and post-processing. (a) CT sagittal sli

post-processing (bottom) from the Hessian, DoS, Zero-order plateness, DDoAG and DDoP 
We quantitatively compared DDoP against Zero-Order, Hessian,

oS and DDoAG methods before and after post-processing on the

OLA11 dataset in Fig. 14 . We used paired t -test to test the signif-

cance of the differences in performance between approaches with

egards to evaluation indices. Significant differences ( p < .005) are

arked with stars in Fig. 14 . 

To conduct quantitative evaluation before post processing, we

inarized the magnitude responses of these filters with an opti-

al threshold. Fig. 14 (a) shows that both DDoP and DDoAG have

 significantly lower FNR compared to DoS and Hessian ( p < .005)

efore post-processing on the LOLA11 dataset. Due to the lack of

ost-processing for removing false positives, all methods have a

imilarly high FDR and low F 1 − score . 

For a fair comparison after post processing, all methods were

onfigured with the same post processing algorithm. Fig. 14 (b)

hows that DDoP has a significantly lower FDR compared to DoS

 p < .005), a significantly lower FNR compared to Zero-Order and

essian ( p < .005), and thus a significantly greater F 1 − score

ompared to Zero-Order, Hessian and DoS ( p < .005). Due to the

imilar filtering kernel, DDoAG and DDoP have a similar perfor-

ance. Furthermore, the FDR for each method is greatly decreased

fter post processing. 

Table 1 shows the overall median and mean indices for all

ethods after post-processing on the LOLA11 dataset. DDoP has

he highest detection accuracy in terms of F 1 − score, DDoAG has

he lowest FDR, and DoS has the lowest FNR. Due to the asym-

etrical kernel, DoS may be more robust than DDoP to abnormal

ssures whose profile might take a step shape or appear as a thick-

ned band arising from adjacent vascular tissues. Although DoS has

 slightly lower FNR compared to DDoP, it has a higher FDR on the

OLA11 dataset. 

.4. Parameter configuration 

For the DDoP filter, there are two parameters including the cut-

ff frequency band L and the scale of Gaussian kernel σ , that need

o be configured. We empirically fixed σ = 2 to determine the

nter-plate spacing 2 S � 3 according to the thickness of fissures in

he clinical images. 

The parameter L should be chosen to control the suppression

f noise while accommodating the local curvature of a fissure. To

erify its influence on the fissure segmentation, we calculate the

 1 − score on a part of LOLA11 segmentations from our proposed

ethod using a range of values for L . As shown in Fig. 15 , there

as a noticeable increase in the median of F 1 − score value from

 = 2 to L = 8 and the maximum locating at L = 8 . The F 1 − score

t L = 10 is slightly lower than L = 8 . This means that a plateness

lter with a higher order can achieve a higher detection accuracy

ithin the tolerance of fissures’ curvature. Therefore, we set L = 8 .

There are also several parameters in the post-processing steps.

he area opening parameter T is empirically selected to 600 voxels.
ce (top) and ground truth (bottom), (b)-(f) denotes the results of filters (top) and 

filter, respectively. 
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Table 1 

Comparison of quantitative indices for five methods after post-processing on 55 cases from LOLA11. 

Type F 1 − score FDR FNR 

Mean Median Mean Median Mean Median 

Zero-Order 0.668 ± 0.253 0.753 0.200 ± 0.225 0.142 0.317 ± 0.298 0.162 

Hessian 0.747 ± 0.239 0.843 0.105 ± 0.114 0.082 0.309 ± 0.258 0.226 

DoS 0.781 ± 0.165 0.848 0.262 ± 0.144 0.215 0.120 ± 0.184 0.058 

DDoAG 0.857 ± 0.098 0.891 0.091 ± 0.075 0.078 0.180 ± 0.132 0.138 

DDoP 0.858 ± 0.103 0.899 0.116 ± 0.079 0.095 0.163 ± 0.132 0.106 

Fig. 14. Comparison of quantitative indices ( F 1 − score, FDR and FNR) for Zero-Order, Hessian-based, DoS-based, DDoAG and DDoP methods on the LOLA11 dataset. The 

significant differences ( p < .005) between approaches are marked with stars. (a) Evaluation before post-processing, and (b) after post-processing. 

Fig. 15. Box plots of our fissure segmentation with different frequency cut-off band 

L on a part of the LOLA11 dataset. The medians of the boxplots are 0.744, 0.848, 

0.891, 0.895, 0.887 for L = 2 , 4 , 6 , 8 , 10 . 
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or the connected component analysis, the three largest connected

omponents containing at least 10 0 0 0 voxels are selected. 

.5. Comparison of running time for different methods 

With respect to the computation efficiency, the runtime of each

ethod for a typical 512 × 512 × 400 size image is reported in

able 2 . The Hessian method is the most efficient as it uses a

mall isotropic kernel. As the 3D matched filters, the zero-order

nd DDoAG filters have similar efficiency. They are slower than

ther methods as they need to calculate the matching results in

 large number of directions in 3D space. Since the DoS filter is a

implified filter, it is approximately 4 times faster than the zero-

rder and DDoAG methods. With the acceleration of the spherical

armonics, the DDoP method is approximately 9 times faster than

he zero-order and DDoAG methods. 
Table 2 

Comparison of the runtime for five methods. 

Method Zero-order Hessian DoS DDoAG DDoP 

Time (s) 7793 435 1890 7816 850 

t  

f

 

i  

h  

t  

s  
. Discussion 

The original DoS filter has a limitation in detecting weak and

oint-cloud like fissures, due to its limited context and homoge-

eous intensity assumption. To overcome this limitation we ex-

ended the DoS filter to a DDoP filter which uses more contextual

nformation and avoids the requirement of homogeneous intensity

onstraint. For computational efficiency, the DDoP filter was imple-

ented in a spherical tensor derivative framework. Additionally, a

ost-processing framework based on the coherence of a fissure’s

ormal orientation was proposed to segment fissures. 

Using a set of chest CT scans especially with point-cloud-like

ssures and a low-dose dataset, the validation experiments were

onducted in a comparative way. It was verified that the pro-

osed algorithm outperformed the conventional Hessian-based fil-

ers and DoS-based detectors in both accuracy and robustness to

oise due to a larger context and a higher anisotropy. Particularly,

ur method can cope with challenging data like low-dose CT scans.

his was verified not only from the visual inspection of qualitative

xperiments but also with quantitative indices. As shown in Fig. 11 ,

he missing detections and false detections in our approach are

ess than in the DoS approach. Furthermore, the mean F 1 − score

f our method was higher than the DoS and Hessian-based meth-

ds, and the variance of F 1 − score was lower than both of them,

hich indicates that our approach achieves higher segmentation

ccuracy and is more robust to noise. 

Unlike the 2D approaches, the proposed DDoP filter, which is

 3D filter, directly detects fissures in a 3D image. The DDoP fil-

er takes the 3D appearance of a fissure into account and thus can

istinguish a fissure from other structures that would appear sim-

lar on slices. Because of providing 3D context, the DDoP filter has

 stronger noise suppression ability than the 2D filter. The 3D fil-

er would consume more computational resources than the 2D fil-

er. The DDoP filter was implemented in the spherical derivative

ramework, which can alleviate this problem. 

The piecewise plane-fitting algorithm presented in [28] , prob-

ng the existence of a plate with the assumption that a fissure

as a low curvature in a local volume, is similar to the DDoP fil-

er since both of them directly detect the plate or plane in a 3D

pace with the same assumption. However, the underlying filtering
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kernel of this plane-fitting method is a zero-order plateness ker-

nel, while our proposed method is a second-order plateness kernel.

They use different information to detect plates. The former uses

the intensity character of fissures, while the latter uses the con-

trast between fissures and background. Furthermore, the piecewise

plane-fitting method was implemented in an optimization frame-

work. Therefore, it is essentially different from the DDoP filter from

the filtering and implementational perspective. 

The inverse directional derivative of 3D anisotropic Gaussian

(DDoAG) kernel resembles the DDoP kernel very much. They

almost have the same anisotropy. However, as mentioned in

Section 2.3 and 4.5 , the computation of the explicit dense match-

ing in a 3D space is costly. Thus, it is impractical to apply the

DDoAG filter to detect fissures. 

The primary limitation of the proposed framework is handling

with severe pathological cases whose fissures are disconnected.

Since the post-processing procedure is based on the assumption

that fissures are flat and connected, the disconnected or high cur-

vature fissures may be eliminated as noise. The region growing

can recover some high curvature fissures, which is good for ac-

cessing fissure integrity. However, the region growing is sensitive

to the threshold parameter. An inappropriate threshold may lead

to under-segmentation or over-segmentation and thus may disturb

the fissure integrity measure. The FissureNet method using global

context dose not require post-processing and therefore can be di-

rectly used to access the fissure integrity. From this perspective,

the FissureNet is better than the proposed method. Although our

method was designed to segment visible fissures, we should claim

that the fissure surface interpolation and extension will be applied

if our goal is to segment lung lobes in the future. 

As a convolutional neural network (CNN), FissureNet achieved

a promising performance on fissures segmentation [8] . The overall

PR-AUC for FissureNet on the COPDGene and lung cancer dataset

was 0.980 and 0.966, respectively. Recently, it has been extended

to a LobeNet [9] , which obtains 0.9178 in Lobe Score 1 on the

LOLA11 dataset. A drawback of deep learning methods is the re-

quirement of a large training dataset with manual segmentations

and a large computation resource for training the network. How-

ever, this effort needs to be done only once. Although CNNs are

capable of learning features directly from the original data, if we

would provide the CNN both the original image and the filtered

image obtained from the DDoP filter, it may improve the perfor-

mance of CNNs further. Thus, adding “image processing knowl-

edge” or “domain knowledge” to CNNs is our future work. 

6. Conclusion 

In this paper, we presented a framework to enhance and seg-

ment lung fissures on the basis of a novel plate detection algorithm

in the 3D space. The accuracy and robustness of fissures segmenta-

tion were improved by applying a real 3D plate detector, an orien-

tation partition denoising and a region growing algorithm. A signif-

icant advantage of the proposed plate detector is that it has a suf-

ficiently large context and can efficiently detect weak fissures be-

cause of its spherical harmonics representation. The coherence of

the normal direction and the connectivity of the lung fissure were

well utilized in the post-processing procedure, which contributes

to the accuracy and robustness of segmenting fissures. 
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ppendix A. Spherical harmonics representation related theory 

According to Reisert et al [42] , a filter kernel can be represented

n terms of spherical Gaussian derivatives. In this section, we sum-

arized the deduction of this spherical harmonics representation

rom [42] . 

The expansion of a plane wave in spherical harmonics is 

 

ik � r = 

∑ 

� 

(2 � + 1)(i ) � j � (kr) P � 

(
k 

� r 
kr 

)
= 

∑ 

� 

(2 � + 1)(i ) � j � (kr) Y 

� (r ) •0 Y 

� (k ) , (A.1)

here j � is the spherical Bessel function and P � is a Legendre poly-

omial. •� denotes spherical tensor coupling, and here, •0 is equiv-

lent to the inner product. This formulation can be rewritten in

erms of solid harmonics as follows 

 

ik � r = 

∑ 

n ≥i 

(i ) n + i αn,i R 

n 
i (r ) •0 R 

n 
i (k ) , (A.2)

here 

n,i = 

(2(n − i ) + 1) 

i !2 

i (2 n + 1)!! 
= 

(2(n − i ) + 1) 

i !2 

i (2 n + 1)(2 n − 1)(2 n − 3) . . . 
. (A.3)

he solid harmonic is defined as R 

n 
i 
(r ) := r n + i Y 

n −i (r) . According to

he Fourier shift properties, the above expression can be used to

efine a shift by means of a spherical expansion. Consider a func-

ion 

˜ f (k ) in Fourier domain and multiply it by e ik 
� t , i.e. shift the

unction f ( k ) in the spatial domain. 

 

ik � t ˜ f (k ) = 

∑ 

n ≥i 

αn,i R 

n 
i (t ) •0 ((i ) n + i R 

n 
i (k ) ̃  f (k )) 

= 

∑ 

n ≥i 

αn,i R 

n 
i (t ) •0 ( ̃  ∇ 

n 
i 

˜ f (k )) . (A.4)

o get from the first to second line in the above expression we

eed the Fourier transform of multiple spherical derivatives, i.e.

( ̃  ∇ 

n 
i 

˜ f )(k ) = (i ) n + i R 

n 
i 
(k ) ̃  f (k ) . The detailed proof is given in [42] .

ased on Fourier transform properties, formula (A.4) can be trans-

erred to the spatial domain and expressed as 

(τt f )(r ) = f (r + t ) = 

∑ 

n ≥i 

αn,i R 

n 
i (t ) •0 (∇ 

n 
i f (r )) , (A.5)

hich can be interpreted as a Taylor series written in spherical

erivatives. 

We can use a pure imaginary shift to generate a Gabor function

rom a Gaussian. For example, shifting g(r ) = e 
−r � r 

2 by ik generates

his Gabor function 

 k (r ) = e 
−(r + ik ) � (r + ik ) 

2 

= g(r ) e −ik � r e −k � k / 2 

= g(r ) e −ik � r g( ik ) (A.6)

https://lola11.grand-challenge.org/evaluation/results/
https://doi.org/10.13039/501100001809
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here G k is a spherical Gabor function with wave frequency −k .

he magnitude of frequency is | k | = k, and whose direction is n =
 /k . 

Thus, a convolution with a Gabor function is equivalent to a

onvolution with a Gaussian and then performing a shift. 

 k ∗ f = (τik g) ∗ f = τik (g ∗ f ) = τik f σ (A.7)

his shift can be written as: 

(τik f σ )(r ) = 

∑ 

n ≥i 

(i ) n + i αn,i R 

n 
i (k ) •0 (∇ 

n 
i f σ (r )) (A.8)

rom a computational perspective we have to compute the smooth

erivative images ∇ 

n 
i 

f σ and collect those with the same tensor

ank in one sum. The above formula can be rewritten as 

 k ∗ f = 

∑ 

n −i = � 
(i ) n −i (i ) 2 i αn,i (k ) n + i Y 

n −i (k ) •0 (∇ 

n 
i f σ (r )) 

= 

∑ 

n −i = � 
(i ) n −i (−1) i αn,i (k ) n + i Y 

n −i (k ) •0 (∇ 

n 
i f σ (r )) (A.9) 

et 

 

� = 

∑ 

n −i = � 
(−1) i αn,i (k ) n + i ∇ 

n 
i f σ (r ) (A.10)

hen 

 k ∗ f = 

∑ 

� 

(i ) � Y 

� (k ) •0 A 

� (A.11)

To compute the response of the Gabor filter in a specific di-

ection, we just need to select the direction of k and compute

� ( i ) 
� Y 

� ( k ) •0 A 

� . It would become even more efficient if we re-

trict the computation of ∇ 

n 
i 

to a certain subset, e.g. let i = 0 .

q. (A.10) is transformed to the following equation with i = 0 . 

 

� = 

∑ 

n −0= � 
(−1) 0 αn, 0 (k ) n +0 ∇ 

n 
0 f σ (r ) 

= 

(k ) � 

(2 � − 1)!! 
∇ 

� f σ (A.12) 

here (2 � − 1)!! = (2 � − 1)(2 � − 3)(2 � − 5) . . . , and f σ = g ∗ f .

nown from the above derivation, the computationally most

xpensive part is the computation of A 

� , namely the spherical

erivatives. The implementation of spherical derivatives proposed

n [42,46] is used in our application. 
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